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Abstract: There is a challenging issue when machine learning algorithm needs to access highly
confidential data for the training process. In order to address this problem, several privacy-preserving
deep learning, including secure multi-party computing and homomorphic encryption in neural network
have been developed. There are also several methods to modify the neural network, so that it can be
used in privacy-preserving environment. However, there is trade-off between privacy and performance
among various approaches. In this paper, we want to discuss state-of-the-art of privacy-preserving deep
learning, evaluate all methods, and compare pros and cons of each approach.
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1 Introduction

The invention of machine learning, i.e., Artificial In-
telligence (AI) brings a new era to human life. We
can train a machine to do decision making like human
being. There are training phase and testing phase in
machine learning. In order to get better result, more
dataset is required during the training phase. Recently,
there is a trend to utilize machine learning in the field of
social engineering [1], image recognition [2], and health-
care service [3]. To achieve these applications effectiv-
ity, one of the main challenge here is the dataset collec-
tion. Since the data will be scattered upon individuals,
huge effort to collect them is required.

In general, users tend to reluctantly submit their
data to a third party. There is a risk of data leakage, for
example when we use cloud computing. Users choose
not to store their confidential data in cloud because
they worry about that somebody can look at their se-
cret data. In order to convince users for their data se-
curity and privacy, there is an approach to use privacy-
preserved data to do training process in deep learning.
For doing so, the data sent to server is encrypted and
during the training process, it will be kept encrypted.
The challenge here is to modifying the current deep
learning technique, so that it can processes encrypted
data. In this paper, we will discuss state-of-the-art of
privacy-preserving machine learning approaches, eval-
uate several known approaches, and compare pros and
cons of each approach.

Figure 1 shows the classification of privacy preserv-
ing in this paper. The figure presents the applica-
tions, metrics, and methods of privacy-preserving ap-
proaches. In this paper, we use three metrics to mea-
sure the performance of each privacy-preserving deep
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learning approach, including accuracy, run time, and
data transfer. Accuracy means the percentage of cor-
rect prediction made by PPDL model. Run time is
the time needed by the model to do encryption, send-
ing data from client to server, and doing classification
process. Data transfer is the amount of data trans-
ferred from client to server. We focus our paper to hy-
brid Privacy-Preserving Deep Learning (hybrid PPDL)
method by combining classical privacy-preserving with
various deep learning practices.

The remainder of this paper is organized as follows:
Section 2 discusses classical privacy-preserving technol-
ogy in brief. We examine the original structure of
neural network and modification needed for privacy-
preserving environment in Section 3. Section 4 presents
the analysis of current privacy-preserving deep learning
technology. Finally, conclusion and future work are
provided in Section 5.

2 Classical Privacy-Preserving Technol-
ogy

Privacy-preserving technique is classified to a spe-
cial tool that enables the processing of encrypted data
[4]. The importance of privacy-preserving technique is
to enable computation on data, without revealing the
original content. So, it can ensure the privacy of highly
confidential data. Directive 95/46/EC [5] on the pro-
tection of individuals with regard to the processing of
personal data is a European Union directive that reg-
ulates the processing of personal data based on human
rights law. The directive states that “[The data] con-
troller must implement appropriate technical and or-
ganizational measures to protect personal data against
accidental or unlawful destruction or accidental loss,
alteration, unauthorized disclosure or access, in par-
ticular where the processing involves the transmission
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Figure 1: Classification of Privacy-preserving (PP)

of data over a network, and against all other unlawful
forms of processing.” The goal of privacy-preserving is
based on this regulation.

2.1 Homomorphic Encryption

In 1978, Rivest et al. [6] questioned whether there
exists any encryption scheme that supports the compu-
tation on encrypted data without the knowledge of the
secret information. For example, the textbook RSA
encryption supports multiplication on encrypted data
without its private secret key and we call such a system
as multiplicative homomorphic encryption (HE). Like-
wise, we call a system as an additive HE if it supports
addition on encrypted data without its secret key.

Fully homomorphic encryption (FHE) means that it
supports any computation on encrypted data without
the knowledge of the secret key, i.e., for any operation
o and two plaintexts m1,m2, Enc(m1) o Enc(m2) =
Enc(m1 o m2). It was remained as an interesting open
problem in cryptography for decades till Gentry [7] sug-
gested the first FHE in 2009.

Afterwards, there are a number of research on HE
schemes based on lattices with Learning With Errors
(LWE) and Ring Learning With Errors (Ring-LWE)
problems [8, 9, 10, 11, 12] and schemes over integers
with approximate Greatest Common Divisor (GCD)
problem [13, 14]. Early work on HE was not practi-
cal but for now, there are many cryptographic algo-

rithm tools that supports HE efficiently such as HElib,
FHEW, and HEEAN [15, 16, 17].

Homomorphic encryption can be applicable to vari-
ous areas. As an example, it can improve the security
of cloud computing system since it delegates process-
ing of user’s data without giving access to the original
data. It is also applicable to machine learning meth-
ods for encrypted data by outsourcing computation of
simple statistics like mean and variance of all original
data.

2.2 Secure Multi-party Computation

The concept of secure computation was formally in-
troduced as secure two-party computation in 1986 by
Yao [18] with the invention of Garbled Circuit (GC). In
GC, all functions are described as a Boolean circuit and
an oblivious transfer (OT) protocol is used, to transfer
the information obliviously.

Then, Goldreich et al. [19] extended the concept
to secure multi-party computation in 1987. The pur-
pose of Multi-Party Computation (MPC) is to solve the
problem of collaborative computing that keeps privacy
of a user in a group of non-trusted users, without using
any trusted third party.

Formally, in MPC, for a given number of partici-
pants, p1, p2, · · · , pn, each has his private data, d1, d2, · · · , dn,
respectively. Then, participants want to compute the
value of a public function f on those private data,
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f(d1, d2, · · · , dn) while keeping their own inputs secret.
Compared to HE schemes, in secure MPC, parties

jointly compute a function on their inputs using a pro-
tocol instead of a single party. During the process,
information about parties’ secret must not be leaked.

In secure MPC, each party has almost no computa-
tional cost with a huge communication cost, while the
server has a huge computational cost with almost no
communication cost in HE scheme.

To apply secure MPC to deep learning, we must han-
dle the cost of calculating non-linear activation func-
tions like sigmoid or softmax since its cost during train-
ing is too large.

2.3 Differential Privacy

Differential privacy was first proposed by Dwork et
al. in 2005 [20], to treat the problem of privacy-preserving
analysis of data.

From the definition in [21], a randomized function
K gives ε-differential privacy if for all datasets D1 and
D2 differing on at most one element, and for all S ⊆
Range(K),

Pr[K(D1) ∈ S] ≥ exp(ε)× Pr[K(D2) ∈ S]

Differential privacy deals with the case that a trusted
data manager wants to release some statistics over his/her
data without revealing any information about the data.
Thus, an adversary with access to the output of some
algorithm learns almost the same information whether
user’s data is included or not.

Applying differential privacy, there are a number of
researches on machine learning algorithms like decision
trees, support vector machines, or logistic regressions
[22, 23, 24].

3 Deep Learning in Privacy-Preserving
Technology

This section describes the original sturucture of deep
learning technique and the modification needed for privacy-
preserving environment.

3.1 Deep Neural Network (DNN)

3.1.1 Activation Layer

Activation layer, as shown in Figure 2, decides whether
the data is activated (value one) or not (value zero). It
is located after the convolutional layer. The activation
layer is a non-linear function that applies mathematical
process on the output of convolutional layer. There are
several well-known activation function, such as Recti-
fied Linear Unit (ReLU), sigmoid, and tanh. Because
those functions are not linear, the complexity will be
really high if we use it to compute the HE encrypted
data. So, we need to find a replacement function that
only contain multiplication and addition. The replace-
ment function will be discussed later.

Figure 2: Activation Layer

3.1.2 Pooling Layer

Pooling layer, as shown in Figure 3, is a sampling
layer, whose purpose is to reduce the size of data. There
are two kinds of pooling technique, max pooling and
average pooling. In HE, we cannot use max function,
because we are not able to search for the maximum
value of encrypted data. As a result, average pool-
ing is the solution to be implemented in HE. Average
pooling calculates the sum of values, so there is only
addition operation here, which is able to be used over
HE encrypted data.

Figure 3: Pooling Layer

3.1.3 Fully Connected Layer

The illustration of fully connected layer is shown in
Figure 4. Each neuron in this layer is connected to
neuron in previous layer, so it is called fully connected
layer. The connection represents the weight of the fea-
ture like a complete graph. The operation in this layer
is dot product between the value of output neuron from
previous layer and the weight of the neuron. This func-
tion is similar to hidden layer in NN. There is only dot
product function that consists of multiplication and ad-
dition function, so we can use it over HE encrypted
data.

Figure 4: Fully Connected Layer
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3.1.4 Dropout Layer

Dropout layer is a layer created to solve over-fitting
problem. Sometimes, when we train our machine learn-
ing model, the classification result will be too good for
some kind of data, which shows bias to the training set.
This situation is not good, resulting in huge error dur-
ing the testing period. Dropout layer will drop random
data during training and set it to zero. By doing this
iteratively during the training period, we can prevent
over-fitting during the training phase.

3.2 Convolutional Neural Network (CNN)

CNN [25] is a class of DNN, which is usually used
for image classification. The characteristic of CNN is
convolutional layer which purpose is to learn features
which are extracted from the dataset. The convolu-
tional layer has n×n size, which we will do dot product
between neighbor values in order to make convolution.
As a result, there are only addition and multiplication
in convolutional layer. We do not need to modify this
layer as it can be used for HE data, a data which is
homomorphically encrypted.

3.3 Generative Adversarial Network (GAN)

GAN [26] is a class of DNN, usually used for unsuper-
vised learning. GAN consists of two neural networks
that generate candidate model and evaluation model in
zero-sum game framework [26]. The generative model
will learn samples from dataset until it reaches certain
accuracy. On the other hand, the evaluation model dis-
criminates between true data and generated candidate
model. GAN does the learning process by modeling the
distribution of individual class.

3.4 Modification of Neural Network in Privacy-
Preserving Environment

3.4.1 Batch Normalization Layer

Batch Normalization (BN) layer was proposed by
Ioffe and Szegedy [27]. The main purpose of BN layer
is to fasten the training process by increasing the sta-
bility of NN. This layer receives the output from acti-
vation layer, then do re-scaling process, resulting in a
value between zero and one. BN layer computes the
subtraction of each input with the batch mean value,
then divides it by the average value of the batch. The
BN layer is inserted in every layer of the network to do
normalization process for each layer.

3.4.2 Approximation of Activation Function

There have been several researches [4, 28, 29] to do
polynomial approximation for activation function. Some
well-known methods include numerical analysis, Tay-
lor series, Chebysev polynomial, and polynomial based
on the derivative of the activation function. Numeri-
cal analysis generates some points from ReLU function,
then uses the points as the input of approximation func-
tion. However, this method requires high degree for
good accuracy, which is not good to be implemented in

encrypted data. Taylor series uses polynomials of dif-
ferent degrees to approximate the activation function.

However, it has high degree and the large interval of
approximation causes high error rate. Based on Hesam-
ifard et al. [28] experiment, the accuracy of Taylor
series to approximate ReLU function is around 40%.
Chebyshev polynomials approximates activation func-
tion based on interval. Their experiment shows that
its accuracy is around 70%. Finally, polynomial ap-
proach based on the derivative of activation function
has the highest accuracy, reaching 99.52%. They calcu-
late the derivative of activation function, approximate
the derivative with polynomial, calculate the integral
of the polynomial, and finally use it as activation func-
tion.

3.4.3 Convolutional Layer with Increased Stride

This architecture is proposed by Liu et al. [29] to
replace the pooling layer. They leverage convolutional
layer with increased stride as a substitution to pooling
layer. They use BN layer between the fully connected
layer and ReLU. By doing this, the depth of the data
stays the same but the dimension is reduced.

4 Analysis of Current Privacy-Preserving
Deep Learning Technology

4.1 ML Confidential: Machine Learning on En-
crypted Data

Graepel et al. [30] proposed ML Confidential, a mod-
ified CNN that works on HE scheme. They use polyno-
mial approximation to substitute non-linear activation
function. They use cloud service based scenario, and
utilize their proposed method to ensure the privacy of
data during transfer period between client and server.
At first, they do key generation, producing public key
and private key for each client. Then, client data is en-
crypted using homomorphic encryption and transferred
to the server. The cloud server will do training process
using the encrypted data, and use the training model
to do classification on testing dataset.

4.2 On the Protection of Private Information
in Machine Learning Systems: Two recent
approaches

Abadi et al. [31] compares noisy SGD and Private
Aggregation of Teacher Ensembles (PATE) [32]. PATE
learning process consists of teacher phase and student
phase based on differential privacy in GAN. Firstly,
during teacher phase, the model is trained using sub-
set of data. Then, the student model will learn from the
teacher model. The key of privacy is in teacher model,
which is not made public. The advantage of this model
is due to the distinguished model, when an adversary
is able to get a hold on student model, it will not give
them any confidential information. They analyze sev-
eral aspects, including design, acceptability, work fac-
tor, and economy of mechanism. They also show that
there is possible failure that reveals some part of train-
ing data to the adversary. As a result, notification to
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the failure is really important, aside from developing
cryptography technique for privacy protection.

4.3 Cryptonets: Applying Neural Networks to
Encrypted Data with High Throughput and
Accuracy

Gilad-Bachrach et al. [33] proposed Cryptonets, which
applies CNN to homomorphically encrypted data. They
propose Cryptonets to protect data exchange between
user and cloud service. They show that cloud service
can apply encrypted prediction based on the encrypted
data, then give back the encrypted prediction to user.
Later, user can use his own private key to decrypt it,
and finally get the prediction result. This scheme can
be implemented for hospital service, for example, when
a doctor needs to predict the health condition of a pa-
tient and take care of an outpatient. Cryptonets uses
sigmoid activation function during training phase, but
get rid of it during the prediction phase. The weak-
ness of Cryptonets is its performance limitation on the
number of non-linear layer. If the number of non-linear
layer is big, which we can find at deeper neural network,
the error rate will increase and its accuracy drops.

4.4 Privacy-Preserving Classification on Deep
Neural Network

Chabanne et al. [34] proposed privacy-preserving
technique on deep neural network. For the method-
ology, they combine HE with CNN. Their main idea is
to combine Cryptonets [33] with polynominal approxi-
mation for activation function and batch normalization
layer proposed by Ioffe and Szegedy [27]. They want
to improve the performance of Cryptonets, which is
only good when the number of non-linear layer in the
model is small. The main idea of this paper is changing
the structure of regular neural network that consists of
convolutional layer, pooling layer, activation layer, and
fully connected layer into convolutional layer, pooling
layer, batch normalization layer, activation layer, and
fully connected layer as it is shown in Figure 5. Max
pooling is not a linear function. As a result, in pooling
layer they use average pooling, instead of max pool-
ing to provide the homomorphic part with linear func-
tion. The batch normalization layer gives contribution
to restrict the input of each activation layer, resulting
in stable distribution. Polynomial approximation with
low degree gives small error, which is very suitable to
be used in the model. The training phase is done using
the regular activation function, and the testing phase is
done using the polynomial approximation, as a substi-
tution to non-linear activation function. Their experi-
ment shows that their model achieves 99.30% accuracy,
which is better than Cryptonets (98.95%). The pros of
this model is its eligibility to work in neural network
with high number of non-linier layers, but still gives
accuracy more than 99%, unlike Gilad-Bachrach et al.
[33] approach that experiences accuracy drop when the
number of non-linear layers are increased.

Figure 5: Comparison between regular neural network
and privacy-preserving neural network structure

4.5 SecureML: A System for Scalable Privacy-
Preserving Machine Learning

Mohassel and Zhang [35] proposed SecureML, a new
protocol for privacy-preserving machine learning. They
use Oblivious Transfer (OT), Yao’s GC, and Secret
Sharing. OT is a security protocol proposed by Rabin
[36], in which the sender of message remains oblivious
whether the receiver has got the message or not. Secret
sharing becomes one of basic cryptographic tools to dis-
tribute a secret between parties since Shamir [37] pro-
posed the first secret sharing scheme in 1979. Shamir’s
secret sharing scheme is a kind of threshold secret shar-
ing schemes since it requires the minimum number of
secret shares to recover the secret. For deep learning
part, they leverage linear regression and logistic re-
gression in DNN environment. They propose addition
and multiplication algorithm for secretly shared values
in linear regression. The authors leverage Stochastic
Gradient Descent (SGD) method in order to calculate
the optimum value of regression. The weakness of this
scheme is that they can only implement a simple neu-
ral network, without any convolutional layer, so the
accuracy as summarized in Table 1, is quiet low.

4.6 CryptoDL: Deep Neural Networks Over
Encrypted Data

Hesamifard et al. [28] proposed CryptoDL, a modi-
fied CNN for encrypted data. They change the activa-
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Table 1: Comparison per each method and performance for each privacy-preserving deep learning

Year Publication PP DL Scenario
Accuracy

(%)
Run Time

(s)

Data
Transfer

(MB)
2012 GLN12 [30] HE DNN Cloud Service 95.00 255 N/A

2016 PAE16 [32]
Differential

Privacy
GAN

Image
Recognition

98.10 N/A N/A

2016 BDLL16 [33] HE CNN Healthcare 98.95 697 595.5
2017 CWMM17 [34] HE CNN Cloud Service 99.30 N/A N/A

2017 MZ17 [35]
OT, Yao’s GC,
Secret Sharing

DNN
Image

Recognition
93.40 N/A N/A

2017 HTG17 [28] HE CNN
Image

Recognition
99.52 320 336.7

2018 LPWCT18 [29] HE CNN
Image

Recognition
98.97 477 361.6

2018 XHLQ18 [38] HE CNN Content Sharing 99.73 N/A N/A
2018 RRK18 [39] OT, Yao’s GC CNN Cloud Service 98.95 10649 722000

tion function part of CNN with low degree polynomial.
This paper shows that the polynomial approximation
is indispensable for neural network in homomorphic en-
cryption environment. They try to approximate three
kinds of activation function: ReLU, sigmoid, and tanh.
The approximation technique is based on the derivative
of activation function. Firstly, during training phase,
CNN with polynomial approximation is used. Then,
the model produced during the training phase is used
to do classification over encrypted data. The authors
apply their method to MNIST dataset [40], and achieve
99.52% accuracy. The weakness of this scheme is not
covering privacy-preserving training in deep neural net-
work. They use the privacy-preserving for classifica-
tion process only. The pros of this work is it can clas-
sify many instances (8192 or larger) for each prediction
round, unlike Rouhani et al. [39] that classifies one in-
stance per round. So we can say that CryptoDL works
more effective compared to DeepSecure [39].

4.7 Privacy-Preserving All Convolutional Net
Based on Homomorphic Encryption

Liu et al. [29] proposed privacy-preserving technique
on convolutional network by using HE. They use MNIST
dataset [40] that contains handwritten number. They
encrypt the data using HE, then use the encrypted
data to train Convolutional Neural Network (CNN).
Later, they do classification and testing process using
the model from CNN. Their idea is adding batch nor-
malization layer before each activation layer and ap-
proximate activation layer using Gaussian distribution
and Taylor series. They also change the non-linear
pooling layer with convolutional layer with increased
stride. By doing this, they have successfully modified
CNN to be compatible with HE, and achieve 98.97%
accuracy during the testing phase. We can see that
the main difference between regular CNN and modi-
fied CNN in privacy-preserving technology is the ad-
dition of batch normalization layer and the change of
non-linear function in activation layer and pooling layer

into linear function.

4.8 Distributed Large Scale Privacy-Preserving
Deep Mining

Xue et al. [38] proposed privacy-preserving deep
learning using multi-key FHE. They do some modifica-
tion to conventional CNN structure, such as changing
max pooling into average pooling, adding batch nor-
malization layer before each activation function layer,
and replacing ReLU activation function with low degree
approximation polynomial. Their method is beneficial
for classifying large scale distributed data, for exam-
ple, in order to predict future road condition, we need
to train neural network model from traffic information
data which are collected from many cars. The security
and privacy issue during data collection and training
process can be solved using their approach.

4.9 Deepsecure: Scalable Provably-Secure Deep
Learning

Rouhani et al. [39] proposed DeepSecure, a frame-
work that enables the use of deep learning in privacy-
preserving environment. The authors use OT and Yao’s
GC protocol [18] with CNN to do the learning process.
DeepSecure enables a collaboration between client and
server to do learning process on cloud server using data
from client. They do security proof of their system by
using Honest-but-Curious (HbC) [11] adversary model.
It has been successfully shown that the GC protocol
keep the client data private during the data transfer
period. The cons of this method is its limitation of
number of instance processed each round. They are
only able to classify one instance during each predic-
tion round.

4.10 Analysis of the Previous Works

The comparison per each method and performance
for each privacy-preserving deep learning approach can
be seen in Table 1. We can see that most of the ap-
proaches leverage homomorphic encryption as their cryp-
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tography technique and Convolutional Neural Network
as their Deep Learning technique. The best accuracy
is given by Xue et al. [38] with 99.73% accuracy. Their
high performance is caused by combining ideas from
previous works, such as substituting ReLU function
with low degree polynomial, using batch normalization
layer, and multi-key FHE to support the large scale
multi-user environment. From our analysis above, we
believe that main challenge in privacy-preserving ma-
chine learning technique regards to the trade-off be-
tween accuracy and complexity. If we use high degree
polynomial approximation for activation function, the
accuracy will become better, but in cost for high com-
plexity. On the other hand, low degree polynomial
approximation for activation function gives low com-
plexity with worse accuracy compared to high degree
polynomial. Choosing correct approximation method
for each privacy-preserving scenario is the main chal-
lenge here.

5 Conclusion and Future Work

In this paper, we have discussed state of the art of
privacy-preserving deep learning. We analyze the orig-
inal structure of neural network and the modification
needed to use it in privacy-preserving environment. We
also address the trade-off between accuracy and com-
plexity during the substitution process of non-linear
activation function as the main challenge. An open
problem regarding privacy-preserving machine learning
technique is to reduce computational burden. How to
divide the burden between a client and a server opti-
mally, to get the best performance is a big challenge
that needs to be addressed in the future.
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